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Abstract: As it is known that the backbone the country‟s economy is agriculture. Nowadays, the youngsters are not 

giving importance to the agriculture since the agricultural firms are not fully computerized for enhancing productivity. 

Hence, the agricultural firms are aimed to computerize their operations in order to increase the productivity. This 

objective motivates this paper to develop an agriculture classification system with higher accuracy. Moreover, this 

paper proposes a deferential evolution technique with attribute selection to improve the accuracy in agriculture 

classification. This proposed system is tested on the various real world benchmark datasets. For evaluating the 

proposed system the different classification algorithms namely function based logistic classifier, instance classifier 

namely K-star and tree based logistic model trees (LMT) are used. The experimental results of the proposed system are 

promising with higher classification accuracy.  
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I. INTRODUCTION 

 

Agricultural classification systems enable the formers to 

predict or identify agriculture properties such as pasture, 

seed, leaf, growth of the crops and plants, diseases of the 

crops and plants, etc. The agriculture sectors contribute to 

the growth of the gross domestic product (GDP) of 

country and a considerable amount of people derive their 

livelihood from the agricultural sector. The application of 

information and communications technology (ICT) in 

agriculture is increasing day-by-day for improving the 

productivity. E-agriculture is an emerging field focusing 

on the enhancement of agricultural and rural development 

through improved information and communication 

processes. More specifically, e-agriculture involves the 

conceptualization, design, development, evaluation and 

application of innovative ways to use information and 

communication technologies (IT) in the rural domain, with 

a primary focus on agriculture.  

 

Nowadays, the advancement of ICT and e-agriculture 

generate massive data related to the properties such as 

different attributes of pasture, various attributes of seeds, 

various attributes of leaf, various symptoms for the growth 

of the crops and plants, different test results for diagnosing 

the diseases of the crops and plants, etc. Therefore, 

classifying these massive data is a challenging task to 

develop the agriculture classification systems, since the 

irrelevant and redundant data reduces the classification 

accuracy in agricultural classification system. In the recent 

past, e-agriculture is extremely involved in predicting or 

identifying the agriculture properties such as pasture, seed, 

leaf, growth of the crops and plants, diseases of the crops 

and plants, etc. Therefore, the accuracy of the agricultural 

classification system plays a vital role in agriculture 

sector.  

 

 

The misprediction or misidentification leads to wrong 

decision in the process of agriculture sector that may lead 

to adverse effect on yield or crop losses.     

 

Therefore, this paper aims to improve the accuracy in the 

agricultural classification system by removing the 

irrelevant and redundant attributes using the proposed 

differential evolution based variable selection method. 

This proposed method is tested on various real world 

agricultural datasets. The performance of the proposed 

method is also tested using different classification 

algorithm such as function based classifier namely library 

for  support vector machines (LIBSVM), instance based 

classifier namely K-star, and tree based namely logistic 

model trees (LMT) in terms of classification accuracy with 

10-fold cross validation test mode. The performance of the 

proposed method is also compared with the existing 

methods. 

 

II.  LITERATURE SURVEY 

 

Differential evolution (DE) is an optimization method. It is 

capable of handling non differentiable, multimodal, and 

nonlinear objective functions. It is a simple, direct search, 

parallel, and easy to use method having excellent 

convergence and high-speed implementation properties 

[1]. The DE is used to solve the economic dispatch 

problem (ED) with transmission loss by satisfying the 

linear equality and inequality constraints [2]. Particle 

swarm optimization (PSO) proposed by Kennedy and 

Eberhart in 1997 simulates the behavior of bird flocks 

searching for targets for moving the particle around in the 

search space according to simple mathematical formulae 

of velocity and position. Differential evolution is better 
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than particle swarm (PSO) in terms of solution quality, 

running time, chance of reaching to best solutions in 

variety of problems.  

The quality of solution is most important factor of 

evolution algorithm. The runtime of the differential 

evolution algorithm is faster than particle swarm 

optimization [3]. The genetic algorithm was popularized 

by Holland, in early 1970‟s and further in the late 1980‟s 

by Goldberg [4]. Another value the genetic algorithm is 

that there can be many different constraints to the problem 

based on the specifics of the solution for which the 

searching genetic algorithm works and allows finding the 

solution in a fast manner. Differential evolution displays 

the better results than genetic algorithm [5]. Hence, 

differential evolution is a better algorithm than particle 

swarm optimization and the genetic algorithm. 

Feature selection (FS) is an indispensable dimensionality 

reduction technique commonly used to reduce the data 

from the high-dimensional data. The FS techniques are 

used to build the models that describe the data. The reason 

behind using feature selection techniques include how to 

select a subset of attributes that are present in the high-

dimensional space, removing irrelevant and redundant 

attributes, reducing the amount of data needed for 

learning, improving algorithm‟s predictive accuracy, and 

reducing the consumption of time in the construction of 

the models [6]. The existing evaluation measures utilized 

in feature selection techniques are divided into two 

categories namely filters and wrappers. Filter based 

feature selection methods are faster than wrapper based 

feature selection methods. The filter method can be 

adopted for the very high-dimensional space. When the 

number of attribute are considerable amount with less 

generality constrain the wrapper method is used [7]. 

Different types of seeds are categorized into classes on the 

basis of their morphological features that are called seed 

classification [8]. The classification of chickpea seeds 

varieties was made according to the morphological 

properties of chickpea seeds, by considering its 400 

samples which includes its four varieties; Kaka, Piroz, Ilc, 

and Jam [9]. Pazoki and Pazoki presented a system to 

classify 5 varieties of rain fed wheat grain cultivar with 

artificial neural network to gain good accuracy [10]. Chen 

et al suggested a model as a combination of vision-based 

approach and pattern recognition techniques along with 

the neural networks to classify the five corn seed varieties 

[11]. Machine learning algorithms can be used to identify 

different varieties of wheat seeds to classify them 

according to their quality [12] and also the machine 

learning techniques are used to determine several growth 

periods of the crops such as cotton and classification of 

seed cotton [13]. 

The detection of diseased crops in agricultural 

environments is a challenging task to produce precise 

results in the agriculture. To detect the Ceratocystis wilts 

disease in eucalyptus crops, machine learning (ML) 

techniques are used to classify the three classes that is 

ground, healthy, and diseased plants [14]. Eucalyptus is 

the main forest species in some countries and it is planted 

in several areas [15]. The harmful effect of diseased crop 

damages the eucalypt plantations and made the 

economical losses [16]. Ghiasi and Amirfattahi proposed a 

segmentation framework to provide a safe landing using 

an aerial image. They manually extracted color and texture 

features from images, labeled each are asemantically and 

employed two K- nearest neighbor (NN) classifiers [17].  

 

Most of the researches related to crop area estimation is 

associated with classification of landsat thematic mapper 

(TM) images of medium spatial resolution [18].  Several 

studies have been conducted using different conceptual 

approaches with high temporal-resolution data with 

coarser spatial-resolution. However, some methodologies 

did not prove to be useful to routine monitoring. Hence 

this paper presents crop area estimation with the moderate 

resolution imaging spectroradiometer (MODIS) crop 

detection algorithm (MCDA) [19]. David B et al presented 

and approach to estimate the subpixel functions for 

compute the crop area estimation with time series of 

MODIS data [20]. 

Classifying the plant leaves is a prime and complex task, 

especially for leaves, since the background of the leaves 

have some interferents and overlapping phenomena [21]. 

According to the theory of plant shape taxonomy, plants 

are basically classified according to the shapes of their 

leaves and flowers. Usually, leaves are approximately two-

dimensional in shape and flowers are three-dimensional. It 

is difficult to analyse shapes and structures of flowers 

since they have complex three dimension (3D) structures 

[22]. Oide et al chose leaf shape images as neural 

networks input and applied hopfield model and a simple 

perceptron for soybean leaf classification [23]. Adopted 

accelerated douglas–peucker approximation algorithm for 

leaf shape approximation and used the modified dynamic 

programming algorithm for leaf shape matching [24]. 

E-agriculture is a growing field for enhancing existing 

agriculture and food security through enhanced processes 

for knowledge access and switch using information and 

communication technologies [25]. Peter Namisiko et al 

have proposed as a study which is conducted at majority 

of farmers who are not able to sell their product at market 

price due to lack of enough information available. And 

suggested the information communication technologies 

(ICT) tools for such farmers to produce their products and 

selling at market based competitive prices [26]. Marcel et 

discusses about service reuters market light (RML) that 

sent the short message service (SMS) to the former about 

the agricultural information [27].  Danasing Asir et al 

discussed some feature selection method [28-32].    

 

III.  PROPOSED SYSTEM  

 

This paper proposes a differential evolution algorithm 

based feature selection for agriculture classification 

system. The workflow of this proposed system is 

illustrated in Figure 1. Initially, the real world dataset is 

given to the proposed differential evolution based feature 

selection algorithm. Then the selected features are 

obtained using the proposed algorithm. The selected 

features are given to the classifiers in order to develop the 

classification model. Finally, the classification model is 

evaluated on the test datasets. 
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Fig.1. Workflow of proposed system 

 

 
Fig.2. Flowchart representation of proposed algorithm 

   

Algorithm 1: Differential evolution based attribute 

selection  

Input: Dataset D 

Output: Selected set of attributes 

 

Step 1: Initialize  

Step 2: Get dataset (D) 

Step 3: Calculate the total number of attributes (Ta) of D   

Step 4: Generate Ta members for group G1  

Step 5: Generate Ta members for group G2  

Step 6: Perform crossover the G1 and G2 and produce G3  

Step 7: Mute a member of G3 to get the G4 

Step 8: Find the selected feature index using G4 

Step 9: Calculate the saturated value Sv 

Step10: If Sv is not satisfied, then go to Step 11.  

Otherwise the selected attributes are significant                  

attribute for agriculture classification 

Step11: Perform crossover the G4 and G2 to produce new  

             G3 and go to Step 7 

Step12: Finish 

 

The flowchart representation of the proposed algorithm is 

depicted in Figure 2 and the algorithm is stated in 

Algorithm 1. Initially the dataset are read and the total 

number of attributes (Ta) is calculated. Then Ta members 

for group G1 of D are generated. Ta members for group G2 

are also generated. Crossover is performed between the G1, 

G2 and G3 is produced.  Then a member of G3 is muted to 

get the G4. Selected feature index are found using G4. The 

saturated value Sv is calculated. If the Sv is satisfied the 

selected attributes are considers as significant attribute for 

agriculture classification otherwise the crossover is 

performed between the G4 and G2 to produce G3 and go to 

Step 7 and the iteration is continued.  

 

IV.  IMPLEMENTATION AND EXPERIMENTAL 

SETUP 

 

The proposed system is implemented using Java 

programming language with Netbeans IDE8.0 

environment.  In order to conduct the experiment different 

agriculture dataset are collected from the Weka dataset 

repository. Then the proposed system is evaluated with the 

three classifiers function based Logistic, lazy based K-star, 

and tree based logistic model tree (LMT) 

 The experimental results on various datasets are shown 

with and without proposed feature selection method. The 

results are compared and analysed. The performance of 

classifier is analysed in terms of classification accuracy. 

 

V. RESULTS AND DISCUSSION  

 

The experimental results are shown with and without 

proposed feature selection method on different datasets. 

The results are compared and analysed. The performance 

of the classifier is analysed in terms of classification 

accuracy. Table I shows the accuracy of the classifier with 

and without proposed system. Figure 3 shows the average 

accuracy in percentage with respect to the classifiers and 

the proposed and without proposed system. Figure 4 

shows that the accuracy in percentage against the dataset. 

Figure 3 shows the number of attribute selected using 

proposed method. Figure 4 shows the number of selected 

features by the proposed method with respect to the 

datasets. 

 

From Table I, it is observed that the proposed method 

reduces the features as much as possible and produces the 

better accuracy for the classifiers namely Logistic, K-star, 

and LMT. From the Figure 3, it is observed that the 

proposed method produces better average accuracy with 

the classifiers Logistic, K-star, and LMT compared to the 

normal mode of operation. Figure 4 also appreciates this 

fact. From Figure 2, it is evident that the proposed method 

produces better classification accuracy for all the datasets. 

From Figure 5, it is obvious that the proposed method 

reduces the attributes almost fifty percentage from the 

total attributes and also the Figure 6 depicts the same. 
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Fig.3 Average accuracy in percentage against classifiers 

 

 
Fig. 4 Accuracy in percentage against the dataset 

 
Fig.5 Number of attribute selected using proposed method 

 

 
 

Fig. 6 Number of selected features by the proposed 

method with respective to the datasets

 

TABLE I ACCURACY OF THE CLASSIFIER WITH AND WITHOUT PROPOSED SYSTEM 

Dataset 

Without proposed system (Normal) Proposed system 

Total no. 

of  

attributes 

Logistic K-star LMT 
Selected 

attributes 
Logistic K-star LMT 

Squash-stored 24 57.69 67.30 65.38 18 61.53 73.07 65.38 

Squash-unstored 23 51.92 76.92 71.15 04 80.76 78.84 78.84 

Grub -damage 08 43.93 35.48 39.35 04 51.61 38.70 45.80 

Pasture 22 66.66 80.55 80.55 10 69.44 77.77 83.44 

Eucalyptus 19 64.80 61.00 65.76 15 67.66 60.73 65.89 

 

VI.  CONCLUSION  

 

This paper proposed a differential evolution based feature 

selection method. This proposed method is implemented 

using the Java programming language. The performance 

of the proposed method is tested on the various real world 

datasets in terms of classification accuracy. In order to 

evaluate its performance the classifiers namely Logistic, 

K-star, and LMT are used. From the experimental results it 

is observed that the proposed method produces better 

performance compared to others.  
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